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Abstract-An approach is being explored that involves 
embedding a fuzzy logic based resource manager in an 
electronic game environment.  Game agents can function under 
their own autonomous logic or human control.  This approach 
automates the data mining problem.  The game automatically 
creates a cleansed database reflecting the domain expert’s 
knowledge, it calls a data mining function, a genetic algorithm, 
for data mining of the data base as required and allows easy 
evaluation of the information extracted.  The co-evolutionary 
fitness functions, chromosomes and stopping criteria for ending 
the game are discussed.  The strategy tree concept and its 
relationship to co-evolutionary data mining are examined as 
well as the associated phase space representation of fuzzy 
concepts.  Co-evolutionary data mining alters the geometric 
properties of the overlap region known as the admissible region 
of phase space significantly enhancing the performance of the 
resource manager.  Significant experimental results are 
provided. 
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1 Introduction 

Modern naval battleforces generally include many 
different platforms, e.g., ships, planes, helicopters, etc.  
Each platform has its own sensors, e.g., radar, electronic 
support measures (ESM), and communications.  The 
sharing of information measured by local sensors via 
communication links across the battlegroup should allow 
for optimal or near optimal decisions.  The survival of the 
battlegroup or members of the group depends on the 
automatic real-time allocation of various resources. 
    A resource manager (RM) based on fuzzy logic has 
been developed that automatically allocates electronic 
attack (EA) resources in real-time over a battlegroup of 
dissimilar platforms.  The particular approach to fuzzy 
logic that is used is the fuzzy decision tree, a 
generalization of the standard artificial intelligence 
technique of decision trees [1].  
    The controller must be able to make decisions based on 
rules provided by experts.  The fuzzy logic approach 
allows the direct codification of expertise forming a fuzzy 
linguistic description [2], i.e., a formal representation of 
the system in terms of fuzzy if-then rules.  This has 
proven to be a flexible structure that can be extended or 

otherwise altered as doctrine sets, i.e., the expert rule sets 
change. 
    The fuzzy linguistic description builds composite 
concepts from simple logical building blocks known as 
root concepts through various logical connectives: “and”, 
“or”, etc.  Optimization is used to determine the 
parameters that control the shape of the fuzzy root concept 
membership functions. 
    The optimization procedures employed here are a type 
of data mining.  Data mining is defined as the efficient 
discovery of valuable, non-obvious information embedded 
in a large collection of data [3].  The genetic optimization 
techniques used here are efficient, the relationship 
between parameters extracted and the fuzzy rules are 
certainly not a priori obvious, and the information 
obtained is valuable for decision-theoretic processes.  
Also, the algorithm is designed so that when the scenario 
databases change as a function of time, then the algorithm 
can automatically re-optimize allowing it to discover new 
relationships in the data.  The RM can be embedded in a 
computer game that EA experts can play.  The game 
records the result of the RM and the expert’s battle, 
automatically assembling a database of scenarios.  After 
the end of the battle, the game makes a determination of 
whether or not to re-optimize the RM using the newly 
extended database.  
    To be consistent with terminology used in artificial 
intelligence and complexity theory [4], the term “agent” 
will sometimes be used to mean platform, also a group of 
allied platforms will be referred to as a “meta-agent”.  
Finally, the terms “blue” and “red” will refer to “agents” 
or “meta-agents” on opposite sides of a conflict, i.e., the 
blue side and the red side. 
    Section 2 briefly introduces the ideas of fuzzy set 
theory, fuzzy logic, and fuzzy decision trees. Section 3 
discusses optimization with a focus on genetic algorithms 
and co-evolutionary data mining.  Section 4 advances a 
theory that allows automatic construction of co-
evolutionary fitness functions.  Section 5 references 
validation efforts.  Section 6 discusses approaches and 
results for co-evolutionary data mining experiments.  
Finally, section 7 provides a summary. 
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2 A brief introduction to fuzzy sets and 
fuzzy logic 

The resource manager must be able to deal with 
linguistically imprecise information provided by an 
expert.  Also, the RM must control a number of assets and 
be flexible enough to rapidly adapt to change.  The above 
requirements suggest an approach based on fuzzy logic.  
Fuzzy logic is a mathematical formalism that attempts to 
imitate the way humans make decisions.  Through the 
concept of the grade of membership, fuzzy set theory and 
fuzzy logic allow a simple mathematical expression of 
uncertainty. The RM will require a mathematical 
representation of domain expertise.  The decision tree of 
classical artificial intelligence provides a graphical 
representation of expertise that is easily adapted by adding 
or pruning limbs.  Finally, the fuzzy decision tree, a fuzzy 
logic extension of this concept, allows easy incorporation 
of uncertainty as well as a graphical codification of 
expertise.  
    This section will develop the basic concepts of fuzzy 
sets, fuzzy logic and fuzzy decision trees.  The 
parameterization of root and composite concepts are 
discussed. 

2.1  Fuzzy set theory  

This subsection provides a basic introduction to the ideas 
of fuzzy set theory.  Fuzzy set theory allows an object to 
have partial membership in more than one set.  It does this 
through the introduction of a function known as the 
membership function, which maps from the complete set 
of objects X into a set known as membership space.  More 
formally, the definition of a fuzzy set [5] is  
 

If X is a collection of objects denoted generically by 
x then a fuzzy set A in X is a set of ordered pairs: 

A x x x XA= ∈{( , ( ))| }µ  

µ A x( )  is called the membership function or grade of 
membership (also degree of compatibility or degree of 
truth) of x in A which maps X to the membership space M. 

2.2  Fuzzy decision trees 

The particular approach to fuzzy logic used here is the 
fuzzy decision tree.  The fuzzy decision tree is an 
extension of the classical artificial intelligence concept of 
decision trees.  The nodes of the tree of degree one, the 
leaf nodes, are labeled with what are referred to as root 
concepts.  Nodes of degree greater than unity are labeled 
with composite concepts, i.e., concepts constructed from 
the root concepts [6] using “and”, “or”, and “not”.  For 
“and” and “or” the standard “min” and “max” operations 
are used, respectively.  One minus a membership function 
represents the action of the modifier “not”.  Each root 
concept has a fuzzy membership function assigned to it.  
The membership functions for composite concepts are 
constructed from those assigned to the root concepts using 
fuzzy logic connectives and modifiers.  Each root concept 

membership function has parameters that are determined 
by optimization as described in section 3. 

2.3  Example root concept membership function 

For each root concept, a fuzzy membership function must 
be specified.  There is not an a priori best membership 
function so a reasonable mathematical form is selected.  
This subjective membership function will be given in 
terms of one or more parameters that must be determined.  
The parameters may be set initially by an expert or they 
may be the result of the application of an optimization 
algorithm.  The use of a genetic algorithm to determine 
the unknown parameters in root concept membership 
functions is discussed in section 3.  The RM has many 
root and composite concepts associated with it.  Four such 
concepts are discussed below.  They are “close,” 
“heading-in,” “ranging” and “banking.” 
    As an example of a membership function definition 
consider the root concept “close”.  The concept “close” 
refers to how close the target/emitter on track i is to the 
ship, or more generally platform of interest.  The universe 
of discourse will be the set of all possible tracks.  Each 
track i has membership in the fuzzy set “close” based on 
its range Ri (nmi) and range rate dRi/dt (ft/sec).  The 
membership function is 

),max(

)0,max(
1

1
)(

min
..
min

RR

RR

i

i

i

close

−

−
⋅+

=

α

µ . 
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A concept analogous to “close” is the fuzzy concept 
“heading-in.” Its membership function is a function of the 
heading angle, ΘH,i, and the first time derivative of the 
heading angle with respect to time, dΘH,i /dt, 
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The parameters to be determined by data mining are 

 
    Ranging is a root concept that has a strong relationship 
to “close.”  The membership function for the concept 
“ranging” is a function of the second time derivative of 
the range as given below, 
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The two parameters to determine through data mining for 
ranging are  
 

 

    The root concept “banking” has a strong relationship to 
“heading-in” analogous to the ranging’s relationship to 
“close.”  The membership function of the concept 
“banking” is a function of the second time derivative of 
the heading angle as given below, 
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The two parameters to determine through data mining for 
banking are  

3 Genetic algorithm based optimization 
and data mining 
The parameters of the root concept membership function 
are obtained by optimizing the RM over a database of 
scenarios using a genetic algorithm [6,7] (GA).  Once the 
root concept membership functions are known, those for 
the composite concepts [6] follow immediately.  At this 
point the necessary fuzzy if-then rules for the RM have 
been fully determined.  A detailed discussion of the GA 
for data mining as well as the construction of the 
chromosomes and fitness functions are given in the 
literature [6].  
    The application of the genetic algorithm is actually part 
of the second step in a three-step data mining process.  
The first step is the collection of data and its subsequent 
filtering by a domain expert, to produce a scenario 
database of good quality.  The second step involves the 
use of various data mining functions such as clustering [8] 

and association [9], etc.  During this step, genetic 
algorithm based optimization is used to mine parameters 
from the database.  These parameters allow the fuzzy 
decision tree to form optimal conclusions about resource 
allocation.  In the third and final step of the data mining 
operation, the RM’s decisions are analyzed by a domain 
expert to determine their validity.  
    One approach to constructing a database for re-
optimization involves embedding the RM in a computer 
game, referred to as the scenario generator (SG).  The 
game is designed so human EA experts can play it, in real-
time against the RM. This approach is referred to as the 
human vs. computer (HVC) mode.  The human player can 
control any of the red agents, but only one red agent per 
time step.  The other red agents run under their own 
autonomous logic different from the blue RM.   
    The game also allows the RM to be matched against 
computerized red opponents running under their own 
autonomous logic with none of the red platforms 

controlled by a human player.  This approach is referred 
to as computer vs. computer (CVC) mode. 
    The game software records the events of the game in 
both HVC and CVC modes.  This record contributes to a 
database for re-optimization, allowing the RM to learn 
from human or computer opponents.  Such a database is 
purer than one born of sensor data since environmental 
noise, sensor defects, etc., are not contaminating the data.  
This offers the advantage that the filtering stage of the 
data mining operation is simplified, but may result in a 
database that lacks some real world characteristics. 

3.1 Co-evolution 

In nature a system never evolves separately from the 
environment in which it is contained.  Rather, both the 
biological system and its environment simultaneously 
evolve.  This is referred to as co-evolution [10].  In a 
similar manner, the fuzzy resource manager should not 
evolve separately from its environment, i.e., enemy tactics 
should be allowed to simultaneously evolve.  Certainly, in 
real world situations if the enemy sees the resource 
manager employ a certain range of techniques, they will 
evolve a collection of counter techniques to compete more 
effectively with the resource manager. 
    In a previous paper [6] an approach to co-evolution 
involving averaging over a database of military scenarios 
was reported.  The current approach involves both blue 
and computerized red meta-agents each having fuzzy 
decision trees and strategy trees.  Both types of tree will 
be subject to adaptation during optimization.  A strategy 
tree differs from a decision tree in that it is one meta-
agent’s model of another meta-agent’s decision tree.  
    Both CVC and HVC are co-evolutionary types of 
optimization.  In CVC mode both red and blue meta-agent 
decision and strategy trees evolve [11].  In HVC mode, 
the blue meta-agents and computerized red agents 
decision and strategy trees evolve.  The human player also 
evolves since in playing many games against the RM, he 
or she learns new techniques for dealing with the blue 
RM. 
    It is observed that HVC based co-evolution converges 
more rapidly than the equivalent approach in CVC mode 
[11].  The reason for this appears to be that the human 
player quickly exhaust their expertise, resulting in an RM 
that rapidly learns to beat human experts.  In CVC based 
co-evolutionary optimization, membership function 
parameters fluctuate much longer than in HVC 
optimization suggesting that a computerized red agent 
provides a much more flexible enemy.  Unlike the human 
player, the computerized red agent can exhibit many more 
strategies, instead of fixating on a small collection of 
techniques born of limited experience.  A tentative 
conclusion is that the greater number of strategies that a 
computerized enemy can manifest forces the RM to be 
more adaptive and robust. 

3.2 Strategy tree approach to co-evolutionary 
data mining 

The approach to co-evolution is as follows.  For each root 
concept membership function on the red strategy tree 
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define a threshold, such that if the membership function 
exceeds this threshold and if red's strategy tree is a good 
representation of blue's decision tree, then red's intention 
is signaled to blue resulting in an action by blue.  The 
membership function is typically a function of some 
physically measurable quantity O and its first derivative in 
time, dO/dt, or a function of the second time derivative of 
O alone.  The two dimensional space resulting from 
plotting dO/dt vs. O is a phase space.  The inequality 
between the root concept membership function and its 
threshold, upon inversion will give inequalities linear in O 
and dO/dt, typically.  The resulting system of inequalities 
defines a region of phase space referred to as the 
admissible region where red can engage in activities 
without signaling its intent to blue.  The membership 
function parameters that are found through data mining 
determine the boundaries of the admissible region of 
phase space.  The admissible region can not in general be 
brought to zero area otherwise blue will carry out an 
action against everything it detects, resulting in fratricide 
and wasting valuable resources essential to its survival. 
    The region in Figure 1 below the range axis and to the 
right of lines QC and CB excluding the boundary defined 
by parabola DOFEH is the admissible region of the range-
rate vs. range phase space determined using the above 
procedure for the root concept "close" on red's strategy 
tree.  It is assumed red knows the exact mathematical 
form of blue's fuzzy membership function for "close", but 
red only knows the parameters for "close" approximately.  
Quantities with "i" subscripts refer to the ith track, the k 
subscripts indicates values at the kth time step, and "0" 
subscripts are used on red's initial values of range and 

range-rate.  The symbol τ is the threshold that red's grade 
of membership in "close" should be less than, so as to not 
signal red's intent to blue.  The quantity d is the desired 
distance red would like to be from blue before executing 
an action.  This is referred to as the goal distance. 
    The RM has many concepts that overlap conceptually 
in phase space reducing the likelihood that red can win 
against blue.  Each concept gives rise to an admissible 
region in a two-dimensional phase subspace.  In a 
particular phase subspace, the overlap of various fuzzy 
concepts gives rise to an overall admissible region for the 
RM that is an intersection of the individual regions related 
to each fuzzy concept.  This overall admissible region is 
referred to as the combined admissible region.  In this 
way, by having many overlapping fuzzy concepts, the area 
of phase space that red can occupy without alerting blue is 
made smaller.  Since sensors have finite resolution and 
time is considered discrete a smaller phase space area 
implies a smaller number of trajectories or patterns of 
behavior that red can execute safely, resulting in a more 
effective RM. 
    The fuzzy concepts “close” and “ranging” overlap in 
the range-rate versus range phase subspace.  The parabolic 
arc OFEH in Figure 1 is a potential red trajectory that 
exists within the admissible regions defined by “close” 
and “ranging.”  The combined admissible region for 
“close” and “ranging” for a given maximum radar range 
has an area much less than that of the admissible region of 
“close” alone [12]. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Trajectories within the combined admissible region of phase 
space determined by “close” and “ranging.” 
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The trajectories red may safely follow through this phase 
subspace are further limited.  The combined admissible 
region gives the collection of trajectories red may follow 
safely, for many different possible initial conditions.  
Once red’s initial conditions are established his change in 
range or range-rate is limited each time-step by “close” 
and “ranging.”  This is represented in Figure 1 in the 
upper right-hand-side subplot by rectangles along 
trajectory IJ that bound the possible points in phase space 
that red can safely move to in the next time step.  When 
red determines these bounding rectangles, he must take 
“close” and “ranging” into account and also an estimate of 
his uncertainty in the parameters of both concepts.  This 
uncertainty in parameter values is quantified by using 
fuzzy number theory [2]. 
    Using the same reasoning as for the fuzzy concept 
“close,” a phase space diagram can be constructed for 
“heading-in.”  In the heading-in vs. heading space, 
“banking” plays a role analogous to “ranging” in the 
range-rate vs. range space.  Similar phase spaces exists for 
other concepts in the RM. 

3.3 Stopping criteria for co-evolution 

Just as with a genetic algorithm, in co-evolutionary game 
based data mining, stopping criteria must be defined.  The 
stopping criteria used here were that a maximum number 
of co-evolutionary generations had been reached, or that 
one side, red or blue, had won a certain number of games 
in a row. 

3.4   Chromosome structure for co-evolution 

The chromosomes for co-evolution are vectors whose 
elements are the parameters of the fuzzy membership 
functions for the fuzzy concepts “close,” “heading-in”, 
“ranging,” and “banking.”  The parameters for these 
functions are discussed in section 2.3. 

4 Automatic construction of a fitness function 
for co-evolution 
When re-optimizing, it is necessary to incorporate 
knowledge of an agent's history, specifically those events 
that led to re-optimization.  A method of doing this is to 
construct fitness functions that contain a history of the 
agent and upon maximization result in agents that will not 
reproduce past mistakes.  This subsection develops an 
algorithm for the automatic construction of such 
functions.  Let µattacking  refer to the output of blue’s 
isolated platform decision tree (IPDT) or red’s strategy 
tree that attempts to reproduce the decisions made by 
blue’s IPDT [12].  In the development below Heaviside 
step functions are approximated by sigmoidal functions as 
described in the literature [13].  A logarithm is taken to 
produce a smoother fitness function.  Replacing the 
Heaviside step function with the sigmoid produces a 
smoother approximation to the original fitness function.  
The sigmoid based fitness function carries approximately 
the same data base information as the one based on 
Heaviside step functions.  Since it falls off more slowly, a 

chromosome with many good traits that would have had a 
zero probability of surviving in the population under the 
fitness function based on Heaviside step function now has 
a non-zero probability of survival.  Taking the logarithm 
of the product of the sigmoidal functions also helps to 
accelerate convergence in some cases.   

4.1 Red fitness 

Let NG be the number of co-evolutionary generations; and 
T, be a vector of length LT containing the time-steps that 
will be used in the fitness calculation, up to and including 
the last time-step in each co-evolutionary generation.  In 
practice, this vector contains the time-steps at which a 
blue platform detected a red platform on radar.  Let 

gt ,µ be red’s estimate of the value of blue’s fuzzy grade 

of membership for “attacking”, i.e., attackingµ  at time t in 

co-evolutionary generation g, and let τ  be the threshold 
value for attackingµ .  The quantities 1β and 2β are 

constants that determine the weights of the next to last LT -
1 time-steps and the last time-step, respectively.  The 
parameter, lb, is introduced to establish a lower bound and 
C is a constant which ensures that the fitness is positive.   
    Different formulas are used depending on whether the 
position data being employed to evaluate the fitness 
comes from a game in which red won or one in which 
blue won.  If blue won, then attackingµ  must have been 

above threshold at the last time-step, but below threshold 
at previous time-steps.  In this case, the red fitness is 
given by: 
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If red won, then attackingµ  was never above threshold, and 

the red fitness is given by:   
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If there are multiple blue platforms, a red platform’s 
fitness is the sum of its fitness scores for each blue 
platform.  If there are multiple red platforms, the red 
meta-agent fitness is the sum of all individual fitness 
values.  Finally, for all forms of the red fitness function 
the 21 and ββ values currently being used are 

3
1 10=β  and 6

2 10=β .   
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4.2 Blue fitness 

Let TR and TN be vectors with LR and LN  elements, 
respectively, containing the time-steps that will be used in 
the fitness calculation.  The vector,  TR ,contains those 
time-steps at which a blue platform detected a red 
platform on radar, and TN contains the time-steps at which 
a blue platform detected a neutral platform.  All other 
notation is the same as above with all quantities referring 
to blue’s decision trees.  The blue fitness is given by: 

( )[ ]

( )[ ]∑












∑




























−+
+

∑












∑




























−+

+=

= =

= =

GN

g

NL

t gtNT

GN

g

RL

t gtRT

neu
lb

red
lb

Cfit

1 1 ),(2

1 1 ),(1

)(exp1
1

log,max

)(exp1
1

log,max

τµβ

µτβ
 

The arguments “red” and “neu” refer to membership 
function values associated with a red agent and neutral 
agents, respectively.  If there are multiple red platforms, a 
blue platform’s fitness is the sum of its fitness scores for 
each red platform.  If there are multiple blue platforms, 
the team fitness is the sum of all individual fitness values.   
    For the blue fitness function, the 21 and ββ  values 
vary based on which team won the game that is providing 
the data to evaluate the fitness function, and what 
circumstances caused that team to win.  If red won by 

reaching the goal distance, d, then 4
1 10=β  and 

2
2 10=β .  If red won because blue attacked a neutral 

platform, then 2
1 10=β  and 4

2 10=β .  If blue won, then 
3

2
3

1 10and10 == ββ .   
 
    In both fitness functions,  

15lb −= . 

A constant, C,  is also added to all fitness values after an 
entire generation’s fitness has been calculated to insure 
that all fitness values are positive. 

4.3 Fitness with multiple red strategies 

Let there be N red strategies.  For each strategy, a game is 
played and an extension of the database is made.  Let Fj(i) 
be the fitness of the ith individual in the GA’s population 
as calculated by the above functions using a database 
subset taken from a game in which the jth red strategy was 
used.  The fitness of the ith individual over all N red 
strategies is given by:   
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4.4 Red strategies 

In order to prevent blue from executing an action against 
red, red must behave in such a way that none of the blue 
membership functions exceed threshold, three red 
strategies for doing this are discussed below.  The blue 
membership functions partition phase space into two 
disjoint regions made up of a combined admissible region, 
the region where the grade of membership is below 
threshold and no action is taken, and an inadmissible 
region, where the grade of membership is above threshold 
and a blue action is executed.   
    For this example, red uses three different trajctories to 
remain within the combined admissible region.  For 
trajectory one, red begins at point O in Figure 1.  Red 
follows arc OE, then line EC until the goal range, d is 
reached.  For trajectory two, red begins at point O and 
follows arc OD, then line DA until the goal range, d is 
reached in Figure 1.  Finally, trajectory 3 consists of red 
following line FG in Figure 1.  
    In all three trajectories, the heading angle assumes a 
value ofπ as red approaches the goal distance, d.  Red can 
do this without initiating a blue action since blue’s radar 
rotates and as such is not always looking at red. 
    There are many possible strategies that red can pursue 
in phase space.  A more detailed analysis of potential 
strategies will be considered in a future publication. 

5 Validation of the RM, information data 
mined and automatic rule discovery 

       The third step of the data mining problem involves 
validation, i.e., determination of the value of the 
information data mined.  This is intrinsically coupled to 
the validation of the resource manager itself.  Both data 
mined information and the RM have been subjected to 
significant evaluations using the scenario generator  
[11,12].  Through this process the data mined information 
has been shown to be extremely valuable and the 
decisions made by the RM of the highest quality. 

6 Experimental results 
The following simple experiment uses the fuzzy concepts 
“close,” “heading-in,” “ranging,” and “banking” to 
illustrate the co-evolutionary approach.  Red starts 28.28 
nautical miles from blue.  For this simple experiment the 
three red strategies of subsection 4.4 are used against blue.   
Blue is considered stationary throughout the experiment; 
and  neutral travels a curved trajectory, but never gets 
closer to blue than 26 nautical miles.  Also, neutral’s 
heading is never directly toward blue: it is always off by 
at least three degrees. 
    In this data mining process there were 30 co-
evolutionary generations.  Of these 30, blue won 24 and 
red won six.  Within the first 14 co-evolutionary 
generations blue’s and red’s α’s converge to the same 
value.  This implies that red learned blue’s parameter.  
Also, it can be shown mathematically that the values of 
the final parameters of “close” selected for blue result in a 
RM that red can not beat when there is one blue agent, 
one red agent and one neutral agent.  This mathematical 
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procedure will be described in greater detail in a future 
publication. 
    Both red and blue have similar values of Rmin at the end 
of the co-evolutionary data mining process.  The values of 
Rmin for both red and blue stop changing by the 19th 
generation, it is observed that red learns blue’s parameter 
within an acceptable tolerance.  The other eight 
parameters in the chromosomes show similar behavior 
when plotted versus the number of co-evolutionary 
generations.   

7 Summary 

An approach is being explored that involves embedding a 
fuzzy logic based resource manager (RM) in an electronic 
game environment.  Game agents can function under their 
own autonomous logic or human control.  During the 
game both blue agents and red agents simultaneously 
evolve.  This process is referred to as co-evolution.  The 
blue agents are exclusively controlled by the RM.  The red 
agents, the enemies of the blue force, are controlled by 
their own logic different from the RM.    This process 
evolves a resource manager that is extremely robust.  The 
robustness of the RM arises from the formidable red 
agents that are created by this process.  This approach 
automates the data mining problem.  The game 
automatically creates a cleansed database reflecting the 
domain expert’s knowledge, it calls a data mining 
function, a genetic algorithm, for data mining of the data 
base as required and allows easy evaluation of the 
information extracted.  The co-evolutionary fitness 
functions, chromosomes and stopping criteria for ending 
the game are discussed for both red and blue agents.  The 
fitness function takes into account the presence of neutral 
platforms.  Genetic algorithm based data mining 
procedures are discussed that automatically discover new 
fuzzy rules and strategies.  The strategy tree concept and 
its relationship to co-evolutionary data mining are 
examined as well as the associated phase space 
representation of fuzzy concepts.  The admissible region 
is that subset of phase space where a red agent can operate 
without initiating a reaction by a blue agent.  The fuzzy 
concepts “close” and “ranging” map into the same phase 
space resulting in a reduction of the area of the combined 
admissible region of phase space as compared to the 
admissible region generated by “close,” alone.  This 
reduces the strategies available to red that will not result 
in an action by blue.  A similar overlap between the fuzzy 
concepts “heading-in” and “banking” also serves to make 
the RM more effective in rapidly identifying threatening 
red behavior. Co-evolutionary data mining alters the 
geometric properties of the combined admissible region of 
phase space significantly enhancing the performance of 
the resource manager.  Procedures for validation of the 
information data mined are discussed and significant 
experimental results provided. 
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